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Abstract

Text categorization is a fundamental task in doc-
ument processing, allowing the automated han-
dling of enormous streams of documents in
electonic form. One difficulty in handling some
classes of documents is the presence of difter
kinds of textual eors, such as spelling and
grammatical erors in email, and characteec-
ognition erors in documents that come dligh
OCR. Text categorization must work reliably on
all input, and thus must tolerate some level of
these kinds of problems.

We describe here an N-gram-based aygmh
to text categorization that is tolerant of textual
errors. The system is small, fast and robust. This
system worked very well for language clasaifi
tion, achieving in one test a 99.8% pext clas-
sification rate on Usenet newsgroup tiales
written in different languages. The system also
worked reasonably well for classifyingtigies
from a number of different compuinented
newsgoups according to subject, achieving as
high as an 80% coect classification rate. Ther
are also several obvious directions for iraping
the system’s classification performance in those
cases where it did not do as well.

The system is based on calculating and com-
paring profies of N-gram frequencies. First, we
use the system to computefies on training set
data that epresent the various categories, e.g.,
language samples or newsgroup content sam-
ples. Then the system computes @filer for a
particular document that is to be classii
Finally, the system computes a distance measur
between the document'sgfite and each of the
categoy profiles. The system selects the catggor
whose pofile has the smallest distance to the
documens piofile. The pofies involved a&
quite small, typically 10K bytes for a categor

training set, and less than 4K bytes for an indi-
vidual document.

Using N-gram frequency pfiles provides a
simple and reliable way to categorize documents
in a wide range of classification tasks.

1.0 Introduction

Electronic documents come from a widariety
of sources. Many areegeraed with \arious
word processing softare pakages,and are sub-
jected to warous kinds of automatic satiny,
e.g.,spelling dieckersas well as to manual edit-
ing and evision. Many other documents, o
ever, do not hae the benefit of this kind of
scrutiny, and thus may contain significanim-
bers of erors of various kinds. Email mesgas
and bulletin board postings, forxample, are
often composed on the fly and sent withotdre
the most cwsoly levels of inspection and cac-
tion. Also, paper documents that are itadly
scanned and run through an OCR system will
doubtless contain at least somecagnition
errors. It is pecisey on these kinds of docu-
ments,where further manual inspection and cor
rection is dificult and costf, that there would be
the greatest benefit in automatic processing.

One fundamental kind of documenbpess-
ing is text céegorization,in which an incoming
document is assigned to some-existing cde-
gory. Routing news aicles from a ne/swire is
one @plicaion for such a system. Sorg
through digtized paper ahives would be
another These pplicaions hae the bllowing
characteristics:



* The cdegorizaion must vork reliably in
spite of textual errors.

* The caegorizdion must be dicient, con-
suming as little st@we and pocessing
time as possik, because of the sheeolv
ume of documents to be handled.

* The caegorizaion must be ble to recog-
nize when a wyen document doesot
matdh any céegory, or when it &lls
betweentwo cadegoies. This is because
categoy boundaries are almostves dear-
cut.

In this paper we will ceer the bllowing top-
ics:
e Section 2.0 introduces Nqgms and N-
gram-based similarity measures.

» Section 3.0 discusses textte@gorization
using N-gram frequency statistics.

* Section 4.0 discusses testing Nug-
based text dagorizdion on a languge
classification task.

e Section 5.0 discusses testing Num-
based text dagorizdion on a computer
newsgroup classification task.

* Section 6.0 discusses somevattags of
N-gram-based text ¢egorizdaion over
other possible approaches.

* Section 7.0 iyes some corgsions, and
indicates directions for further work.

2.0 N-Grams

An N-gram is an N-barmacter slice of a loray
string Although in the liteature the term can
include the notion of any co-ocaing set of
charactes in a string (g., an N-gam made up
of the frst and third baracter of a werd), in this
paper we use the term for contiguous slices/onl
Typically, one slices the string into a set ko
lapping N-gams. In our system, we use Kags
of several different lengths simitaneously We
also append blanks to thedmening and ending
of the string in order to help with rwhing
beginning-of-wod and ending-of-ard situa-

tions. (We will use the undscore chamacter (“_")
to represent blanks.)Thus, the word “TEXT”"
would be composed of the following N-grams:

_T,TE, EX, XT, T_
tri-grams:  _TE, TEX, EXT, XT_, T_ _
quad-grams: _TEXTEXT, EXT_, XT_ _, T__ _

In general,a string of lengtlk, padded with
blanks, will have k+1 bi-gams, k+1tri-grams,
k+1 quad-grams, and so on.

N-gram-based ntehing has had some suc-
cess in dealing with noisy ASCII input in other
prodem domains, such as in inpeeting postal
addesses ([1] and [2]), in texetrieval ([3] and
[4]), and in a wide arety of other n&ural lan-
guage processingm@licaions[5]. The key bene-
fit that N-gam-based ntehing provides delves
from its \ery nature: since gety string is decom-
posed into small p&s, any erors that are prsent
tend to dfect only a limited number of those
parts, leaving the remainder intact. If we count
N-grams that are common to twoistys, we gt
a measure of their similarity that is resistant to a
wide variety of textual errors.

bi-grams:

3.0 Text Categorization Using N-
Gram Frequency Statistics

Human languges irvariably have some wrds
which occur more &quenty than others. One of
the most common ays of epressing this idea
has become known as ZipfLaw [6], which we
can re-state as follows:

Thenth most common wrd in a human langge
text occurs with a frequency inversely propor-
tional ton.

The implication of this law is that there is
always a set of wrds which dominates most of
the other wrds of the languge in terms of fe-
gueng of use.This is true both of wrds in gn-
eral,and of vords that are specific to a piaular
subject. Fuhermore,there is a smooth contin-
uum of dominance from most frequent to least.
The smooth nare of the fequeng cuves helps
us in some ways, because it implies that we do
not have to worry too nuch about specific &-
gueng thresholdsThis same law holds, at least



FIGURE 1. N-Gram Frequencies By Rank In A Technical Document
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approximately,for other aspects of human lan-
guages. In paticular, it is true for the fequency
of occurence of N-gams, both as infction
forms and as mpheme-lile word components
which cary meaning. (Seei§ure 1 for an gam-
ple of a Zipfian distbution of N-gam frequen-
cies from a technical document.) ZipflLawv
implies that classifying documents with agn
frequeny statistics will not be ery sensitve to
cutting off the distibutions at a particular rank. It
also implies that if we are comparing documents
from the same ¢egory they should hae similar
N-gram frequency distributions.

We have built an &pelimental text ctegori-
zaion system that uses this ideagdte 2 illus-
trates the werall data fow for the system. In this
schemewe start with a set of prexisting text
categores (such as subject domains) fohieh
we hare reasonaly sized samples, ga0f 10K to
20K bytes each.Bm thesewe would g¢nerate
a set of N-gam frequeng profiles to epresent
eat of the cetegoiies. When a new document
arrives for dassification,the system fst com-
putes its N-gam frequenyg profile. It then com-
pares this pofile against the pofiles for each of
the caegoiies using an easily calculated distance
measureThe system lassifes the document as
belongng to the ctegoly having the smallest
distance.

3.1 Generating N-Gram Frequency
Profiles

The hubbe in FHgure 2 labelled“Generate

Profile” is very simple. It meely reads incoming
text, and counts the ocawnces of all N-gams.
To do this, the system perms the 6llowing

steps:

Split the text into gearde tokens consist-
ing only of letters andpstophes. Digis

and punctuation are disclEd Pad the
token with suficient blanks befre and
after.

Scan down each tek, generaing all pos-
sible N-grams,for N=1 to 5. Use positions
that span the padding blanks, as well.

Hash into a tiale to find the counter for the
N-gram, and increment itThe hash tale
uses a corentional collision handling
medanism to ensure that each kxm
gets its own counter.

When done output all N-gams and their
counts.

Sotit those counts intcewerse order by the
number of occuences. l€g just the N-
grams themsebs, which are now in
reverse order of frequency.



.FIGURE 2. Dataflow For N-Gram-Based Text Categorization
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The resulting file is then an Nam fre-
gueng profile for the documentWhen we plot
the frequencies in this gfile by rank, we get a
Zipfian distibution gaph very similar to that in
Figure 2. We can make theoflowing informal
observéions from an inspection of a number of
different N-gam frequenyg profiles for a ariety
of different category samples:

* The top 300 or so Nrgms are almost
always highly corelaed to the languge.
Tha is, a long English pasga about com-
pilers and a long English pagga aout
poety would tend to hee a gea many N-
grams in common in the top 300 entries of
their respectie piofiles. On the other hand
a long pasge in Fend on almost an

topic would hae a \ery different distibu-
tion of the first 300 N-grams.

The \ery highest ranking Nigms ae
mostly uni-grams (N=1), and simplyeflect
the distibution of the letters of the alpha-
bet in the document’s langga After tha
come N-gams that comprise function
words (such as detminers) and ery fre-
guent pefixes and sdixes. There is, of
course a long tail to the disifpution of lan-
guage-specifi N-grams, and it goes wil
past 300.

Stating around rank 300 or so, an Magn

frequeng profile bagins to show N-gams
that are more specific to the subject of the



document. These epresent terms and
stems that occurewy frequenty in docu-
ments about the subject.

e There is nothing special about rank 300
itself, since Zipfs law gves us in fact a
very smooth disibution cuve. Raher, we
arrived at this number mostly by inspec-
tion. Doubtless, one could do morel®a
rate statistics and choose an optimal dutof
rank for a particular application.

We should note that these obsgions aply
mostly to shorter documents, such as thosenfr
newsgoups. If documents ere longer, the shift
from languge-specit N-grams to subject-spe-
cific N-grams would like occur at a later rank.

3.2 Comparing and Ranking N-Gram
Frequency Profiles

The hubHe in FHgure 2 labelled“Measure
Profie Distance” is alsoeaty simple. It meely
takes two N-gam pofiles and calculates a sim-
ple rank-oder statistic we call th&ut-of-place”
measureThis measure determines how far out of
place an N-gam in one prfile is from its place
in the other pofile. Hgure 3 gves a simple
example of this calculation using axf N-grams.
For each N-gam in the document pfile, we
find its countgrart in the céegoly profile, and
then calculate how far out of place it isorF
example,in FHgure 3, the N-gam “ING” is &
rank 2 in the document, but at rank 5 in thieea
gory. Thus it is 3 ranks out of place. If an Nam
(sud as‘ED” in the fgure) is not in the dagory
profile, it takes some maximum out-of-place
value The sum of all of the out-of-placeales
for all N-gams is the distance measure for the
document from the ¢egory We could also use
other kinds of statistical measures fanked lists
(sudh as thewilcoxin rank sum test). Heever,
the out-of-place score @rides a simple and
intuitive distance measure that seems fturkw
well enough for these proof-of-concept tests.

Finally, the luble labelled“Find Minimum
Distance” simply takes the distance meassr
from all of the ctegory profiles to the document
profile, and picks the smallest one.

4.0 Testing N-Gram-Based Text
Categorization on Language
Classification

Most writing systems support more than one lan-
guage For xample,neaty all of the languges
from the brmer Soviet Union use the Glic
sciipt. Given a text that uses a particularitg
systemiit is necessary to determine the larggia
in which it is written bebre further processing is
possible.

There are seeral broad aproates to the
langua@ dassificdion problem. One obious
technique is to kep a lexicon for each pos$h
languageand then to look upvery word in the
sample text to see inhich lexicon it falls.The
lexicon that contains the mostovds from the
sample indicates which language was used.

However, building or obtaining epresenta-
tive lexicons is not neces#gr easy especialy
for some of the lesser-used langes Futher-
more, if the languge is highly infected,that is,
using many dikerent forms for each wrd to indi-
cae casetense or othertibutes,then either the
lexicons must become weral times lager to get
the necessary ovd indusion, or one nust
dewlop some languge-specift moiphological
processing to reduce &kfent forms to their
stems. knally, if the text is the result of an OCR
processthere may beecaynition erors due to
poor imae quality and these will disrupt theXe
icon lookup process.

Another gproad to languge dassification
involves the use of Nfgm analysisThe basic
idea is to identify N-gams whose occtgnce in
a document iges strong evidence for ogainst
identificaion of a text as belonging to a pau-
lar langug@e Although this has been done b,
it makes a good test case for our texegariza-
tion method We can use the Nrgm frequency
profile technigue to classify documents acktor
ing to their languge without building a beicon
or a set of magrhologcal processing ules.
Instead,we need mealy obtain modestly sed
sample texts (10K to 20Kytes),calculate the N-
gram frequenyg profiles,and use those tdassify
the documents.



FIGURE 3. Calculating The Out-Of-Place Measure Between Two Profiles
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Note: These profiles are for explanatory purposes only and do
not reflect real N-gram frequency statistics.

4.1 Language Classification Testing
Procedure

In this test, our N-gam-based text tegori-
zdion system ery reliably identified the lan-
guag of electronic mail mesgas taken fom
some of the Usenet wegroups.These messgges
came in a arety of languges,but were all pe-
sented in standa®SCIl, with a few typographi-
cal comventions to handle such things as
diaciitical markings.The dassificdion procedure
was as follows:

* Obtained training sets (eayory samples)
for each languge to be tassified Typi-
cally, these training setsere on the ader
of 20K to 120K bytes in lengtiThere was
no particular érma requirementput eab
training set did not contain samples ofan
langua@ other than the one it was sup-
posed to represent.

e Computed N-gam frequeng profiles on
the training sets as described above.

* Computed each #@cle’s N-gam pofile as
descibed dove The resulting prfile was
on the order of 4K in length.

* Computed an werall distance measear
between the sample’s pfile and the da-

gory profile for each languge using the
out-of-place measat and then piked the
category with the smallest distance.

Sud a system has modest computational and

storag requirements,and is ‘ery effective It
requires no semantic or content analyspam@
from the N-gram frequency profile itself.

4.2 Language Classification Test Data

For this test, we collected 3713 langea
samples from the samlture nevsgroup hiear-
chy of the UsenefThese nesgroups are deoted
to discussions about topicslevant to paticular
counties or cultures. Genally, those discus-
sions vere in the languge of the particular coun-
try/culture,although some ticles were patly or
wholly in English.Tabde 1 gves a beakdavn of
the number of samples for eactogp, the sup-
posed principal langge for the goup,the rum-
ber of non-English dicles, the number of
English aticles, the number of mixed langga
articles,the number of aicles that contain junk
(i.e., not a body of écognizake text), and the
number of ushle atticles (pure English or per
non-English) for the test.

The sample dicles manged in size from a sin-
gle line of text to as och as 50K Ptes,with the



TABLE 1. Breakdown of Articles From Newsgroups

Non-
Newsgroup || Language #Art.| Engl | Engl. | Mixed | Junk Usable
australia English 104 ( 104 D 0 104
brazil Portuguese 86 46 10 1 17 56
britain English 514 0 509 @ 5 508
canada English 257 D 251 3 3 251
celtic English 347 0 345 @ 2 345
france French 294 200 73 17 4 273
germany German 50% 78 408 13 11 481
italy Italian 336 293 23 13 1 316
latinamerica|| Spanish 2756 92 133 5 15 225
mexico Spanish 288 197 66 7 18 263
netherlands || Dutch 255 184 51 15 5 285
poland Polish 127 97 25 y 3 117
portugual Portuguese o7 68 7 0 2 D5
spain Spanish 228 176 33 12 7 209
Totals 3713 1421| 2058 10% 12p 3478

averag@ around 1700 byteIhe sample xdrac-
tion program also emowed the usual header
information,such as subject an@yword identi-
fication,leaving only the body of thetale. This
prevented any mahes that were too stongly
influenced by standard headeraimhaion for

the nevsgmoup (eg., the nevsgroup name or
other lengthy identiGigtion phrases). For ehc
language,we also assembled from maally
selected and edited wegroup aticles an inde-
pendent training set of 20K to 120K bhytes in

is, if the dassificdion procedue identified the
sample as being from some langeather than
the deéult, we then manally inspected the sam-
ple and @w it a corected tassification,if nec-
essary We also determined by this qmess
artides which had mixed langwges (eg., inter
spesed passges in English and dttuguese) or
junk (no ecognizale body of text) andemoved
them from the test sethe resulting test set con-
sisted of 3478 udte aticles consisting ofeaa-
sonably pure samples of a single language.

length. The N-gam frequeng files for these
training sets become the langaapiofiles used
by the classification procedure.

We determined the trudassificdion for ead
test sample semi-autoti@lly. Frst, we
assumed that each sample was in fact in the lan-
guage coresponding to the dominant langea
for the navsgroup it came from. Fon@mple,we
would expect that a sample from thearfce
newsgoup would be in Fendh. This produced a
default dassificaion for each samplelhen we
classifed the sample with the gredue outlined
earlier We compared the resultingassification
to the default one. If there was a deggancytha

4.3 Language Classification Results

We hae cdegorizd the results along \seral
dimensions. Fst, we kept tradk of whether the
original aticle was @er or under 300 bytes in
length. Our initial hypothesis was that the system
would hare more poblems classifying shoer
messags because there would be a smaller
amount of text from Wwich to compute N-gm
frequencies. On thehwle, the system was onl
slightly sensitve to length. Seconave also ar-

ied the number of the Nrgm frequenciesvail-
ale in the pofile for the m#ch, by limiting it to



TABLE 2. Percent Correct Classification

Article Length <300| <300| <300| <300| >300| >300| >300| >300
Profile Length 100 200 300 400 10( 200D 300 400
Newsgroup

australia 100.0 100.0 100,00 1000 100.0 10p.0 100.0 1p0.0
brazil 70.0 80.0 90.0 90.0 91.3 91{3 95.6 95.7
britain 96.9| 100.00 100.0 100.p 1000 100.0 100.0 1Q0.0
canada 100.0 100.p0 1000 10Q0.0 100.0 *99.6 1Q0.0 100.0
celtic 100.0f 100.0 100.( 100.0 99|7 100.0 100.0 1Q0.0
france 90.0 95.0 100.0 *95.0 9916 996 *99.2 99.6
germany 100.0 100.0 1000 10010 98.9 10p.0 100.0 100.0
italy 88.2| 100.0/ 100.0 100.0 91.6 993 99.6 100.0
latinamerica 91.3 95.7 *91.3 95,7 97/5 100.0 *99.5 *99.0
mexico 90.6| 100.0 100.0 100)0 94/8 99.1 10p.0 *9P.5
netherlands 92.3 96.2 96,2 96/.2 96.2 99.0 100.0 100.0
poland 93.3 93.3 100.0 1000 1000 100.0 10pP.0 100.0
portugual 100.00  100.¢ 100.0 100(0 86.8 9Y.6 100.0 100.0
span 81.5 96.3 100.0 100J0 90.7 98.9 98.9 9945
Overall 92.9 97.6 98.6 98.3 97.2 99.6 998 99.8

Note:Astelisks indicate combinations of tesiniades that did warse than similar combi-

nations using shorter profiles.

statistics for 100, 200, 300 or 400 Nagns.This
variade did hae an impact on nteh perbr-
mance,although by the 400 Nrgm lesel lan-
guag dassificaion was almost perfecfalde 2
gives the lassificaion percent caect for eab
combindion of test ariableswhile Tabe 3 gves
the mtio of erors committed to samples @gr
cessed.

These results show some interesting patterns:

* The dassificdaion procedue works a little
better for longer dicles, but not quite as
much as we expected.

* For the most pdy the dassificdion proce-
dure works better the longer the tegory
profile it has to use for ntehing However,
there were some interesting anomalies,
indicaed by the cells with asterisks on
Tale 2. These epresent combinations of
test \arialdes that did wrse than similar
combindions with shorter mfiles. In other

words, for these cases, using more hgp
frequencies actually decreaseldssifica-
tion perbrmance Post mortem »amina-
tion of the poblemdic articles shaved tha

a least part of the diculty was thg in
spite of the manual truthing fefts to
remowe mixed tet, some dicles still had
passags from two languges.The interer-
ing passges were mostly in the so-called
signatue Hocks which are customaryta
the end of Usenet teles. In mixed lan-
guage situaions, this system, Wwich used a
forced choice selection, had no good mec
anism for dealing with two langga pio-
files with \ery similar distance meases
from the aticle. In this casgadding stHs-
tics for more N-gams may then push one
distance measure slightly ahead of the
other in a hard-to-predict fashion.

Overall, the system yielded its best pm¥

mance at a jofile length of 400 N-gams. At this



TABLE 3. Ratio of Incorrect Classifications To Total Possible Classifications

Article
Length <300| <£300| <£300| <300 > 300 > 300 > 300 > 300
Profile
Length 100 200 300 400 10( 200 300 400
Newsgroup
australia 0/12 0/12 0/12 0/1p 0/92 0/92 0/p2 0/92
brazil 3/10 2/10 1/10 1/1( 4/46 4/46 2/46 2/46
britain 1/32 0/32 0/32 0/37 0/476 0/476 0/476 0/4(76
canada 0/19 0/19 0/19 0/19 0/232 1/2B2 0/232 0/232
celtic 0/18 0/18 0/18 0/18 1/32y 0/327 0/327 0/3R7
france 2/20 1/20 0/2( 1/20 1/253 1/253 2/263 1/253
germany 0/32 0/32 0/32 0/3p 5/449 0/449 0/449 0/449
italy 2/17 0/17 0/17 0/17 25/299 2/299 1/299 0/2P9
latinamerica 2/23 1/23 2/23 1/23 5/202 0/202 1/202 2/202
mexico 3/32 0/32 0/32 0/32 12/231 2/231 0/2B31 1/231
netherlands 2/26 1/26 1/26 1/26 8/209 2/209 0/209 0/R09
poland 1/15 1/15 0/15 0/1% 0/102 0/102 0/1p2 0/102
portugual 0/12 0/12 0/12 0/1p 11/83 2/83 0/83 0/83
span 5127 1/27 o/27 0/2f 17/182 2/182 2/182 1/182
Overall 21/295| 7/295| 4/295 4/29% < 89/3183 16/3183 8/3183 7/3183
level, the system midassified only 7 aticles out nally came from.The dassificdion procedure
of 3478, yielding aneerall dassificdion rate of was as follows:

99.8%. * Obtained training sets for eachwsgroup.

For this pupose we used dicles known as
frequently-askd-question (KQ) lists.
Many newsgroups egularly publish sub

5.0 Testing N-Gram-Based Text

Categ_quza_ltlon on SUbJeCt FAQs as a wy of reducing taffic in the
Classification group by anwering questions or discuss-
The same text ¢tegorizdion goproad easiy ing issues that come up a lot in thewp.

extends to the notion of using Nam frequency In this sensgethen, the BQ for a ne&vs-
to measure subject similarity for documents tha group tries to define a the nevsgroup is
are in the same langge Indeed the aproach (and is not) bout, and as such contains
extends to a milti-languag ddabase viere both much of the core teninology for the
the languge and the content of the documerd ar group. The FAQs we hae collected &
of interest in theatrieval process. In order to test between 18K and 132K in lengtfihere is
this gproach,we used thislassificdion system no particular érma requirement,but the
to identify the @propride nevsgmoup for nevs- FAQ should povide adequate smrage for
group aticles. The aticles for this &periment the subject matter of the newsgroup.

came from some of the Usenetwsgroups.We
wished to see how acately the system wauld
identify which nevsgroup each mesga origi-

e Computed N-gam frequencies on the
newsgrous FAQ. These are »actly the
same as the other kinds of Magh fre-



gueng profiles mentioned eher. The
resulting pofiles are quite small, on the
order of 10K bytes or less.

Computed an #cle’s N-gam pofile in a
fashion similar to that for computing the
profile for each RQ. The aticles areraged
2K in length and the resultingtae pro-
files were on the order of 4K in length.

Computed an werall distance measear
between the dicle’s piofile and the mofile
for each nesgroups FAQ. The FAQ pro-
file with the smallest distance measur
from the aticle’s profile determined Wwich
newsgroup to classify the sample as.

Compaed the selected msgroup from
the actual one the article came from.

5.1 Subject Classification Test Data

To test this system, we collectediele samples
from five Usenet n@sgroups.These ne/sgroups
are shown inTabde 4. We chose these v
because they &re all subfields of computer sci-
ence,and thus would pvide an opportunitydr
testing how the system might confusewrne
groups that vere somevha closely related The
artide extraction pogram also emoed the usual
header inbrmaion such as subject anéyword
identification,leaving only the body of the tar
cle. This pewented any mahes that wre too
strongly influenced by standard headerarha-
tion for the nevsgmoup (eg., the nevsgroup
name). For the pfiles, we chose the AQs
shawvn in Tade 5. Notice that there is somiaut
not perect, overlap with the selected mesgroups
for the experiment:

There are RQs for rec.gamesg and
comp.roboticsbut no aticles from either

group.
Ther are two BRQs klaed to compes-
sion, covering slightly different areas.
There are atcles for comp.gaphics, but
no FAQ.

Given this setup, we ran thdassification

procedue outlined aowve for all 778 ne/sgroup

artides ajainst the 7 selectedARs. Our esults
are shown infake 6. In the thle, we can see the
following strong results:

* The security RQ provides 77% cueerage
of alt.security.

* The compilers KQ provides 80% cuer-
age of comp.compilers.

* The compression and jpecompression
FAQs taether povide 78% coerag of
comp.compression.

* The go RAQ picked up only 3 aicles alto-
gether, indicating that its ogerage is
almost completely disjoint from thevé
selected newsgroups.

Ther are also these sowmleat weaker
results:

* The robotics RQ picked up 11 ai dicles
and 23 gaphics aticles. This is pobably
because of theetative pioximity of these
subfields to robotics.

* The ai AQ provides only 30% ceerage of
the comp.ai up. Noticing that the ai
FAQ is nealy twice as lage as the nd
largest AQ, we can speculate that it gna
in fact coer too nuch méderial, thus
throwing off the statistical rtare of the N-
gram frequeng measue. This may also
reflect the fact that comp.agally consists
of several relaed but distinct subgups
(expet systems, connectionism/neural net-
works, vision systems, theorem qwers,
etc) that happen to share the samasie
group.

* The aticles from comp.maphics were dis-
tributed among the otheARs. This is not
unexpected since we did not include the
FAQ from comp.gaphics for the dicles to
matad to. It is interesting that the etrgest
matding FAQ for these dicles was
jpeg_compressionwhich covers a com-
pression standard forrgphical dda, and
thus was a strong plausible contender f
the mach. It earned a 44% werage of
comp.graphics.



TABLE 4. Article Samples

Group Abbrev. #Articles Covers
alt.security security 128 computer security issues
comp.ai ai 145| general artificial intelligence issues
comp.compilers compilers 66 programming language compilers and
interpreters
comp.compression compression 1B7 techniques and programs for data com-
pression
comp.graphics graphics 252 general computer graphics issues
TABLE 5. Frequently Asked Question Articles
FAQ Size Origin
security 49K | FAQ from alt.security
ai 132K | FAQ from comp.ai
compilers 18K| FAQ from comp.compilers
compression 75K  basic FAQ from comp.compression
jpeg_compression 52K special FAQ from comp.compression devoted to the
JPEG standard for compressing graphics data
robotics 51K | FAQ from comp.robotics
go 21K | FAQ from rec.games.go (the game of go)
TABLE 6. Classification Results
Best-Matching Articles from Original Groups
FAQ security ai| compilers compression graphjcs
security 99 69 2 29 63
ai 3 44 7 1 13
compilers 4 11 53 7 19
compression 14 5 1 65 21
jpeg_compression 8 4 N 81 113
robotics 0 11 2 2 23
go 0 1 0 2 0
Total 128 145 66 187 252

Overall, the system wrks quite well gven
the someha noisy naure of the ne/sgroups,
and the necesshy incomplete naure of the RQ
lists. Although we do not angde it hee, cursory
marual examindion of the results sheed tha
when the system nighed an dicle against the

incorrect FAQ, the corect FAQ was @neraly the
second hoice Another thing to &g in mind is
tha we did not determine the actual contents of
eat aticle to see if it ightly belonged to the

group it peaed in. In Usenet mesgroups spu-
rious cross-posting of relevant aticles (eg.,



confeence announcements for other slightl
relaed researb areas) does happen on occasion,

and some of those are present in our samples.

Also, it is entirely possible for drcles to be tly
interdisciplinary, eg., an aticle on using
advanced Al techniques for detecting kec
intrusion paétems could appear in alt.sedyr
Sucth an aticle might mach stongly to two
groups simultaneously.

6.0 Advantages of the N-Gram
Frequency Technique

The pimary advantag of this aproad is that it
is ideally suited for text coming from noisy
sources such as email or OCR systeWs. oigi-
nally developed N-gam-based proades to
various document processing ogions to use
with very low-quality images such as those
found in postal adtesses. Although one might
hope that scanned documents that find thay w
into text collections suitde for retrieval will be
of somevha higher qualitywe expect that ther
will be a lage amount of ariability in the docu-
ment déabaseThis variability is be due to sut
factors as scanner difrencespriginal document
printing quality low quality photocopies, and
faxes,as well as processing andmamacter ec-
ognition differences. Our N+4@am-based $eme
provides obust access in the face of suchoes.
This caability may make it acqaetable to use a
very fast but low quality kamacter ecognition
module for similarity analysis.

It is possible that one could laeve similar
results using whole @rd statistics. In this
approachpne would use thedgueng stdistics
for whole words. Havever,there are seral pos-
sible problems with this idea. One is that the sys-
tem becomes uoth more sensiie to OCR
prodems—a single migcognied daracter
throws off the statistics for a wholeord. A sec-
ond possible difculty is that short pasgas
(such as Usenet #cles) are simply too short to
get representati subject wrd statistics. By def-
inition, there are simply more NrFgms in a gyen
passag than there are avds,and there are con-
sequentl greaer opportunities to collect enough

N-grams to be significant for rtzhing We hope
to directly compare the pesfmance of N-gam-
based pofiling with whole-wod-based mfiling
in the near future.

Another elaed idea is that by using N-am
analysis,we get vord stemming essentiallyof
free. The N-gams for elaed forms of a verd
(e.g., ‘advance’, ‘advanced’, ‘advancing’,
‘advancement’ etc.) automically have a lot in
common when vieed as sets of Nrgms.To get
equivalent results with whole @rds, the system
would hare to perbrm word stemming which
would require that the system te detailed
knowledg about the particular langgmthat the
documents wre written in. The N-gam fre-
guengy agpproat provides languge indgen-
dence for free.

Other adrantages of this pproat are the
ability to work equally well with short and long
documentsand the minimal stage and compu-
tational requirements.

7.0 Conclusions And Future
Directions

The N-gam frequeng method povides an ing-
pensie and highly déctive way of dassifying
documents. It does so by using samples of the
desied caegoiies rther than esoting to moe
complicaed and costly methods such asunal
langua@ parsing or assembling detaileckite
cons. Essentially thigpproat defines dcatego-
rization by ekample”method. Collecting samples
and building pofiles can een be handled in a
largely automatic vay. Also, this system isasis-
tant to \arious OCR poblems,since it dpends
on the statistical mpeties of N-gam occur
rences and not on any particular oceace of a
word.

Although the existing system ahld/ has
demonstreed good pedrmancethere is consid-
erable room for further work:

e Currently the system uses a number of dif-
ferent N-gams,some of vhich ultimaely
are more dependent on the langeaf the
document than the avds comprising its



content. By omitting the statistics for those
N-grams which are &tremely common
because they are essentialyafues of the
language,t may be possible to get better
discrimingion from those statistics tha
remain. It is also possible that the system
should include some additional $tics
for rarer N-gams, thus gaining fuher
coverage.

It seems clear that the quality of the docu-
ment set dects the subject tagorization
performanceWe would like to gperiment
with document sets thatVea higher ver-
all coherence and quality. Forample, it
would be interesting to test this heique
on a set of technicalbatracts for seeral
different areas. By splitting the set for bac
area into training and testing gmms, then
computing the mfile for each area ém
the training set, we coul@épea this eper-
iment in a more controlled way.

In a relaed issuethe quality of the #in-
ing set in gneal geatly affects mé&ching
performance Although the BQs were
easy to obtain and ek with, other tain-
ing sets might hae produced betteesults,
ewven for these nesgoups. Of necessitya
FAQ lags the mup it cwers, since ne
“hot” topics of discussion ka not \et
made it into the &Q. To test this, it wuld
be interesting to compare thé\@-based
profiles with pofiles deived from a spa-
rate set of aicles from the ppropriate
newsgroups.

The aw mach scores the systemqutuces
are lagely useless by themselvexcept
for imposing an eerall relative odering of
matdes for the &ious pofiles.To corect
this, we must devise a good moalization
schemeywhich would produce some sort of
absolute measure of how good atmadar
matd really is. This would allow the sys-
tem to reject some documents on the
grounds that their nonalized scores @are
so low that the documents did notvea
good maches at all. Nanalized scoes
would also let the system determine if a

patticular document lay between twétas-

sifications because of its inwisciplinary
nature A related idea would be to seevino
well the system could predicthich ari-

cles get cross-posted to fdifent goups
precisey because of their intdisciplinary
content.

This type of document similarity measur
is ideally suited for documenttéring and
routing All that a user needs to do is col-
lect a epresentati¥ set of documents tha
cower the elewvant topics, then compute an
overll profile. From that point on, it is
simple and beg to compute the pfile of
evely incoming document, nieh it against
the user’s wverall profile, and accept those
whose match scores are sufficiently good.

This system cuently handles only lan-
guages that are dactly representdle in
ASCIl. The emeging 1SO-6048/UNI-
CODE standard opens up the possibility of
appling the N-gam frequeng idea to all

of the languges of the wrld, including the
ideographic ones.
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